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Abstract 

Purpose  Online consumer health forums offer an alternative source of health-related information for internet users 
seeking specific details that may not be readily available through articles or other one-way communication chan-
nels. However, the effectiveness of these forums can be constrained by the limited number of healthcare profes-
sionals actively participating, which can impact response times to user inquiries. One potential solution to this issue 
is the integration of a semi-automatic system. A critical component of such a system is question processing, which 
often involves sentence recognition (SR), medical entity recognition (MER), and keyphrase extraction (KE) modules. 
We posit that the development of these three modules would enable the system to identify critical components 
of the question, thereby facilitating a deeper understanding of the question, and allowing for the re-formulation 
of more effective questions with extracted key information.

Methods  This work contributes to two key aspects related to these three tasks. First, we expand and publicly release 
an Indonesian dataset for each task. Second, we establish a baseline for all three tasks within the Indonesian language 
domain by employing transformer-based models with nine distinct encoder variations. Our feature studies revealed 
an interdependence among these three tasks. Consequently, we propose several multi-task learning (MTL) models, 
both in pairwise and three-way configurations, incorporating parallel and hierarchical architectures.

Results  Using F1-score at the chunk level, the inter-annotator agreements for SR, MER, and KE tasks were 
88.61%, 64.83% , and 35.01% respectively. In single-task learning (STL) settings, the best performance for each task 
was achieved by different model, with IndoNLULARGE obtained the highest average score. These results suggested 
that a larger model did not always perform better. We also found no indication of which ones between Indonesian 
and multilingual language models that generally performed better for our tasks. In pairwise MTL settings, we found 
that pairing tasks could outperform the STL baseline for all three tasks. Despite varying loss weights across our three-
way MTL models, we did not identify a consistent pattern. While some configurations improved MER and KE perfor-
mance, none surpassed the best pairwise MTL model for the SR task.

Conclusion  We extended an Indonesian dataset for SR, MER, and KE tasks, resulted in 1, 173 labeled data points 
which splitted into 773 training instances, 200 validation instances, and 200 testing instances. We then used trans-
former-based models to set a baseline for all three tasks. Our MTL experiments suggested that additional information 
regarding the other two tasks could help the learning process for MER and KE tasks, while had only a small effect 
for SR task.
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Introduction
The increasing accessibility of the internet leads to a 
growing number of people using it in their daily lives. A 
common online activity is seeking health-related infor-
mation. While numerous articles exist, not all public 
needs are addressed. In such cases, individuals can con-
sult doctors or healthcare professionals through online 
consumer health forums. However, questions asked by 
users are often unable to be answered immediately due 
to the high volume of incoming questions and the lim-
ited number of healthcare professionals. One solution 
to address this issue is by integrating a semi-automatic 
system [1–7]. However, the development of semi-auto-
matic system in the healthcare field faces its own difficul-
ties due to the limited available data and the complexity 
of the healthcare field itself [8]. Additionally, questions 
posed by the general public in consumer health forums 
are often written without adhering to standard rules. 
Figure  1 shows an example of question text from con-
sumer health forum. There are several writing rules that 
were violated in the example, such as not starting sen-
tences with capital letters, improper use of punctuation, 
and writing abbreviations in lowercase letters (i.e. “tht” 
instead of “THT”).

A semi-automatic system varies widely depending 
on the desired functionality. Each system may consist 
of one or more modules to achieve its objective. In this 
research, we focus on developing three modules, i.e. 
sentence recognition (SR), medical entity recognition 
(MER), and keyphrase extraction (KE). As questions on 
consumer health forums are often written in narrative 

form, sentence recognition module can be used to split 
those questions into smaller segments. Each segment 
then can be determined whether it contains question or 
any other information that may be useful to help answer 
the question. The unimportant parts, such as preamble 
and greeting, can be omitted before proceeding to the 
next process. Meanwhile, medical entity recognition and 
keyphrase extraction modules are helpful to capture the 
focus of the questions. The output of both modules can 
also be used to formulate query, either to find similar 
previous questions or to retrieve relevant documents in 
the collection.

Despite existing research on these three modules in 
Indonesian, significant room for improvement remains. 
Regarding datasets, previous research has employed 
relatively small datasets, such as 192 instances for SR [9] 
and 309 instances for MER [10] and KE [11]. Moreover, 
annotation guidelines and inter-annotator agreement for 
these datasets were not disclosed. Methodologically, the 
models used in these studies were based on Conditional 
Random Fields (CRFs) and Long Short-Term Memories 
(LSTMs). Since these studies were conducted, there have 
been many developments in the field of Natural Lan-
guage Processing (NLP), one of them is the development 
of Bidirectional Encoder Representations from Trans-
formers (BERT) by Devlin et  al. [12] and other trans-
former-based models. By adding an output layer on top 
of pretrained transformers and applying fine-tuning, the 
results obtained for various NLP tasks, such as question 
answering and language inference, have surpassed the 
state-of-the-art at that time. We believe that the use of 

Keywords  Consumer health question-answering system, Sentence recognition, Medical entity recognition, 
Keyphrase extraction, Multi-task learning

Fig. 1  Example of a question text from consumer health forum
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transformer-based models can provide better results for 
these three modules.

While we are aware that generative large language 
models (LLMs), such as GPT [13] and LLaMA [14], have 
been rapidly advancing and have significantly trans-
formed research in the field of NLP in recent years, we 
choose not to to explore that area yet. In addition to their 
higher computational costs, several studies have found 
that generative LLMs do not consistently outperform 
BERT-based models in certain settings [15–17]. Despite 
their advantages in zero-shot and few-shot scenarios, 
generative LLMs typically fail to surpass the performance 
of smaller models fine-tuned on a full dataset, particu-
larly in tasks formulated as sequence labeling problem. 
Given that our dataset is quite sizable, we choose to pri-
oritize the use of BERT-based models in this work.

The selection of the sentence recognition, medical 
entity recognition, and keyphrase extraction modules in 
this work is also based on the interdependence between 
these three modules. Medical entities present in a ques-
tion often intersect with keyphrases from that question. 
A feature ablation study by Saputra et al. [11] also showed 
that the use of medical entities as a feature has a positive 
effect on model performance. In relation to the sentence 
recognition module, a sentence that contains medical 
entities or keyphrases have a higher probability of being 
a background or question compared to being an ignore-
type. The interdependence between these three modules 
opens up opportunities for the application of multi-task 
learning (MTL), with the hope that information learned 
from one task can help the learning process of another 
task. Based on the preceding points, our research contri-
butions are as follows: 

1.	 Dataset Expansion: We have extended and pub-
lished an Indonesian dataset for three tasks: sentence 
recognition, medical entity recognition, and key-
phrase extraction;

2.	 Baseline Establishment: We have set a baseline for 
these tasks within the Indonesian domain;

3.	 Multi-task Learning: We have implemented multi-
task learning to simultaneously address sentence rec-
ognition, medical entity recognition, and keyphrase 
extraction.

The remainder of this paper is structured as follows. 
“Backgrounds” section presents background informa-
tion on the three tasks addressed in this study – sentence 
recognition, medical entity recognition, and medical 
keyphrase extraction – along with a review of existing 
methodologies. “Task definition” section provides the 
definition of the three tasks within the context of this 
research. “Data annotation” section details our efforts 

to expand and enhance existing datasets for these tasks. 
“Task modeling” section outlines our proposed approach, 
including our proposed multi-task learning, to tackle 
the three tasks. “Results and analysis” section presents 
our experimental results and a comprehensive analysis. 
“Conclusion” section concludes the paper, summarizing 
key findings and contributions.

Backgrounds
In this work, we address three tasks: sentence recogni-
tion (SR), medical entity recognition (MER), and key-
phrase extraction (KE). Other than their standalone 
functionalities, these tasks are also essential for the ques-
tion processing module in a semi-automatic consumer 
health system. “Sentence recognition” section discusses 
sentence recognition, including related work on English 
and Indonesian consumer-health documents. “Medical 
entity recognition” section explores methods for extract-
ing medical entities from health-related documents. This 
is essential for identifying the specific topic or condition 
of a user’s inquiry. In conjunction with keyphrase extrac-
tion (“Keyphrase extraction” section), medical entity 
recognition identifies details such as symptoms, medica-
tions, or procedures. These details facilitate integration 
with medical knowledge bases, enabling the system to 
provide more contextual and authoritative responses.

Sentence recognition
A question text on a consumer health forum is typically 
a lengthy text composed of several sentences. Roberts 
et  al. [18] described that kind of question as a complex 
question, which consists of more than one sentence, con-
tains background information, and generally includes 
more than one specific question. A complex question can 
be decomposed into more than one specific question, 
where each question can be answered independently. In 
their research on question decomposition, Roberts et al. 
[18] proposed six components, including sentence rec-
ognition (SR). SR nvolves splitting sentences and classi-
fying them by type. They defined three sentence types: 
background, question, and ignore. The proposed model, 
a Support Vector Machine (SVM), utilized unigrams, 
bigrams, parse tree tags, and part-of-speech (POS) 
features.

On the other hand, Mahendra et al. [19] explored sen-
tence recognition in Indonesian consumer health forums, 
treating sentence splitting and classification as separate 
modules. In sentence splitter component, a question 
text is first broke into text segments, then heuristic rules 
based on the appearance of punctuations are applied. For 
sentence classification, they used SVM with four features 
groups, i.e. n-grams, position and length of sentence, 
question-specific attributes, and dictionary of symptoms 
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and diseases. Ekakristi et  al. [9] also had SR as one of 
their components and proposed two strategies to solve 
it. The first one is by predicting the boundary and type 
of each token in one sequence labeling process, while the 
second one is by determining the boundary of sentences 
at the beginning before assigning the type of each sen-
tence afterwards. Using hand-crafted features and CRFs 
as models, they found that the first strategy achieved a 
better performance.

Medical entity recognition
Medical entity recognition (MER), also known as clini-
cal named entity recognition, is a branch of named entity 
recognition (NER) that focuses on the health domain. In 
a semi-automatic system, extracting valuable information 
from the data is one of the most important initial steps. 
The outcome from MER module, either applied to ques-
tion text or document collection, then can be used to 
support subsequent processes, such as document index-
ing and entity linking.

Abacha and Zweigenbaum [20] compared three meth-
ods based on domain knowledge and machine learning 
techniques: (i) semantic method using MetaMap, (ii) 
chunker-based noun phrase extraction followed by clas-
sification using SVM, and (iii) hybrid approach using 
CRFs with semantic rule as additional features. Their 
evaluations showed that the hybrid approach obtained 
the best performance among the three. Wu et  al. [21] 
examined the utilization of Convolutional Neural Net-
work (CNN) and Recurrent Neural Network (RNN) to 
extract concepts from clinical texts and found that RNN 
achieved a better performance. Xu et al. [22] developed 
a model based on bidirectional LSTM (BiLSTM) and 
CRF, where two BiLSTM layers are used to obtain char-
acter and word embedding. Cho et al. [23] also proposed 
BiLSTM-CRF model, with the addition of CNN to obtain 
character embedding and an attention layer before enter-
ing the CRF layer.

In recent years, several works utlized BERT to extract 
medical entities, such as Yu et  al. [24] which used 
BioBERT [25], Peng et  al. [26] which pre-trained BERT 
on PubMed abstracts and MIMIC-III clinical notes, and 
Dai et al. [27] which combined BERT with BiLSTM-CRF 
model. Some studies also utilized generative LLMs. GPT-
NER [15] transformed the task of finding location enti-
ties in the text to the task of generating text sequence 
with special tokens to mark entities. PromptNER [28] 
included a modular definition of entity types as one of 
its components, in addition to the few-shot examples 
from the target domain. Hu et  al. [16] compared the 
performance of ChatGPT, GPT- 3 [13], and BioClini-
calBERT [29] on clinical NER tasks. Their experiments 
revealed that ChatGPT achieved reasonable performance 

on zero-shot setting, but it was still not as good as fine-
tuned BioClinicalBERT.

For MER in Indonesian language domain, Suwarning-
sih et al. [30] used SVM with word-level, list, and corpus 
features to extract medical entities from Indonesian med-
ical articles. Sadikin et  al. [31] focused on drug entities 
and proposed three data representation techniques based 
on the characteristics of word distribution and word 
similarities as a result of word embedding training. For 
modeling purpose, they used standard neural networks 
model, Deep Belief Network (DBN), Stacked Autoen-
coder (SAE), and LSTM. They found that LSTM rendered 
the best result for their case. In other works, both Her-
wando et al. [32] and Rohman [10] defined four medical 
entity types, i.e. disease, symptom, drug, and treatment. 
Using hand-crafted features, Herwando et  al. [32] used 
CRFs as the model while Rohman [10] used LSTM-based 
models.

Keyphrase extraction
Keyphrase is a concise expression that can represent 
important information within a document. The main 
objective of keyphrase extraction (KE) task is to auto-
matically extract a set of representative phrases that 
concisely summarize the content of a document [33]. 
Keyphrase extraction has been applied to various type of 
texts, ranging from long documents (e.g. web pages [34] 
and scientific articles [35, 36]) to user-generated contents 
(e.g. tweets [37], e-mail [38], and chats [39]). Extract-
ing keyphrases from user-generated contents, including 
questions on consumer health forum, has its own diffi-
culty due to unstructured format and typographical mis-
takes. In long text such as a request on consumer health 
forum, the ability to extract keyphrases makes it easier to 
capture the essence of the questions. The extracted key-
phrases then can be used to formulate a query to retrieve 
similar questions or information needed to generate an 
answer from a collection of medical documents.

In general, KE methods can be categorized into unsu-
pervised and supervised approach. While unsupervised 
methods are domain independent and do not need 
labeled training data, supervised methods have more 
powerful modeling capabilities and typically perform 
better [40]. Unsupervised methods include YAKE [41], 
TextRank [42], and RAKE [43]. Meanwhile, supervised 
methods include traditional (e.g. KEA [44]) and deep 
learning [45–47] methods. Several works in recent years 
formulated keyphrase extraction as generative process. 
KeyBART [48] continued the training of BART [49] by 
performing token masking, keyphrase masking, and key-
phrase replacement on the input text and pre-trained 
the model to predict the original keyphrases in CatSeq 
format. Zhu et  al. [50] employed a non-autoregressive 
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decoder to generate all possible keyphrases, both pre-
sent and absent, in parallel. Other studies proposed inte-
grated models that combined extractive and generative 
approaches. Chen et al. [51] proposed a multi-task learn-
ing framework with a neural-based merging module to 
combine and re-rank the predicted keyphrases from the 
enhanced generative model, the extractive model, and the 
retrieved keyphrases. UniKeyphrase [52] incorporated 
stacked relation layer to capture relation between present 
keyphrase extraction (PKE) and absent keyphrase gener-
ation (AKG), also bag-of-words constraint to feed global 
information about present and absent keyphrases to the 
model.

For keyphrase extraction in medical domain, Cao et al. 
[53] used logistic regression and CRFs as models with 
n-grams, POS tag, stemming, word length, and word 
position as features. Their evaluations showed that both 
models outperformed unsupervised baselines with CRFs 
achieved a higher F1-score. Sarkar [54] applied a hybrid 
method that combines statistical and knowledge base 
methods to assign weights to candidate keyphrases. To 
identify candidate keyphrases, they used punctuations 
and stopwords as splitting point. Recent works on this 
topic utilize BERT-based models to extract keyphrases 
from medical documents [55, 56]. For Indonesian lan-
guage domain, Saputra et al. [11] used hand-crafted fea-
tures and LSTM-based models to extract keyphrase from 
questions in consumer health forums.

Task definition
Sentence Recognition (SR). Following [9, 18, 19], we 
define three types of sentences in this work, i.e. Back-
ground, Question, Ignore. A Background sen-
tence is defined as a sentence that contains useful 
contextual information that does not include a ques-
tion. Meanwhile, a Question sentence is defined as 
a sentence that contains one or more question clauses. 
Lastly, an Ignore sentence is defined as a sentence 

that can be disregarded because it does not contain 
any relevant information and/or question, including 
preamble, greeting, general intention, general request, 
gratitude, and courtesy. Given an input in the form of 
a question from consumer health forums, the expected 
output from the SR module is the sentences identified 
in that question along with their respective types. Fig-
ure 2 shows an example of question text from consumer 
health forum along with the type of each sentence 
within it.

Medical Entity Recognition (MER). Following [10, 
32], we define four medical entity types in this work, 
i.e. Disease, Symptom, Drug, and Treatment. The 
Disease entity refers to the name of an abnormal 
condition that arises in the human body, both physi-
cally and mentally. The Symptom entity refers to indi-
cation or circumstance experienced by someone who 
is affected by a disease. The Drug entity refers to the 
name of medicine which has the function of prevent-
ing, reducing, or curing the disease. The Treatment 
entity refers to a method or procedure to remediate a 
health problem. Given an input in the form of a ques-
tions from consumer health forums, the expected out-
put from the MER module is a list of medical entities 
present in that question. Figure 3 shows an example of 
question text from consumer health forum along with 
medical entities within it.

Keyphrase Extraction (KE). A keyphrase is defined 
as one or more sequential words that provide important 
information and describe the essence of a document. 
One document can have multiple keyphrases. In this 
work, we limit the scope to extractive keyphrases, i.e. 
keyphrases that written explicitly in the text. Given an 
input in the form of a questions from consumer health 
forums, the expected output from the KE module is a list 
of keyphrases representing the essence of that question. 
Figure  4 shows an example of question text from con-
sumer health forum along with keyphrases within it.

Fig. 2  Example of a consumer health question as input for sentence recognition task.  indicates Background sentence,  indicates 
Question sentence, and   indicates Ignore sentence
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Data annotation
The datasets used for sentence recognition (SR), medi-
cal entity recognition (MER), and keyphrase extraction 
(KE) are from Ekakristi et  al. [9], Rohman [10], and 
Saputra et al. [11], respectively. Specifically, we identi-
fied 173 overlapping samples from the 192 originally 
used for SR and the 309 used for both MER and KE. 
These 173 samples shared the same text but required 
label adjustments to ensure consistency with our newly 
developed annotation guidelines.

Recognizing the limitations of the existing datasets, 
we performed supplemental annotation. Specifically, 
we extracted one thousand data points from the Hakim 
et al. [57] corpus that had not been previously utilized. 
The entire annotation process was conducted using 
Label Studio [58] as our annotation tool. For each of 

the three tasks, we engaged two annotators with prior 
experience in data annotation. Due to resource con-
straints (budget and time), our annotation process was 
divided into two phases: paired annotation, where 
each data instance was annotated by two annotators, 
and single annotation, where an instance was labeled 
by only one annotator.

During the paired annotation phase, each annotator 
was assigned 400 data points. Adhering to the meth-
odology outlined in Lehman et al. [59], our annotation 
process comprised pilot and final rounds. Initially, we 
provided the annotators with annotation guidelines and 
instructed them to annotate the data accordingly. Sub-
sequently, we calculated the inter-annotator agreement. 
We proceeded to solicit feedback from the annotators 
and analyze the annotation discrepancies observed 
during the pilot round. We observed that, in addition 

Fig. 3  Example of a consumer health question as input for medical entity recognition task.  indicates Disease entity,  indicates Symptom 
entity,  indicates Drug entity, and   indicates Treatment entity

Fig. 4  Example of a consumer health question as input for keyphrase extraction task.  indicates Keyphrase 
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to insufficient instruction clarity, several annotation 
discrepancies arose due to annotator oversights, such 
as unlabeled tokens in the SR task and omitted entities 
in the MER task. We refined the annotation guidelines 
and provided feedback to the annotators regarding 
common mistakes identified during the pilot round. 
The final annotation guidelines for all tasks are avail-
able in Appendix A. We instructed the annotators to 
revisit and revise their annotations in accordance with 
the improved guidelines. Finally, we recalculated the 
inter-annotator agreement upon completion of the final 
annotation round.

Various methods exist to evaluate inter-annotator 
agreement, with Cohen’s Kappa [60] being the most 
frequently reported measure in medical literature [61]. 
Cohen’s Kappa agreement is calculated using the fol-
lowing equation:

where Pa denotes the probability of actual agreement 
and Pe denotes the probability of expected agreement. 
However, several studies [62, 63] have noted that Cohen’s 
Kappa is not optimal for sequence labeling tasks. There-
fore, following Deleger et al. [64] and Brandsen et al. [65], 
we opted to use the F1-score at the chunk level, in con-
junction with Cohen’s Kappa, to assess inter-annotator 
agreement.

Table 1 displays the inter-annotator agreement scores 
for all three tasks, comparing the initial and final 
rounds. We observe an increase in the metrics, signify-
ing an enhancement in the reliability of the annotated 
data. While a degree of disagreement persists for KE, 
which proved to be the most difficult, the overall reli-
ability improved.”

In the single annotation phase, each annotator 
worked on 300 unique data instances. Although the 
annotations in this phase were not fully cross-checked, 
we believe they are reliable due to the annotators’ pro-
ficiency gained during the pilot and final rounds of the 
paired annotation phase.

(1)K =
Pa − Pe

1− Pe
,

As we aim to preserve all annotated data as a gold 
standard, we addressed the instances of label disagree-
ment that remained after the final round of paired anno-
tation. Therefore, we devised rule-based adjudication 
methods to determine the final labels, which are detailed 
as follows. 

1.	 In cases where one annotator labels a chunk as a 
single sentence and the other annotator identifies 
two different sentences of the same type within that 
chunk:

•	For background sentences, label them as two dif-
ferent sentences;

•	For question sentences, label them as two different 
sentences if both chunks can stand alone;

•	For ignore sentences, label them as a single sen-
tence considering that ignore sentences will not be 
used in subsequent stages;

2.	 In cases where one annotator labels a chunk as a 
single sentence and the other annotator identifies 
two different sentences of different types within that 
chunk, label them as two sentences with different 
types as long as it does not seem unusual;

3.	 In cases where both annotators label the same chunk 
with different sentence types, the final label will be 
determined by the author as the third annotator, pri-
oritizing background and question sentence types;

4.	 In cases where annotators identify two chunks with 
different boundaries and one chunk is labeled as an 
ignore sentence, choose the annotation with the bet-
ter quality of background or question sentence;

5.	 For other annotation disagreement, the author as the 
third annotator will determine the final label.

For MER and KE tasks, to address cases where annota-
tors disagree on the boundaries of entities or keyphrases, 
the intersection of both annotation results will be used as 
the gold standard. For other annotation disagreements 
(e.g. disagreements on entity types or when only one 
annotator labels a span as an entity or keyphrase), the 
first author, acted as the third annotator, determine the 
final label.

Furthermore, to ensure the quality of the dataset, we 
conducted a sample check of the annotation results 
from the single annotation phase. Any annotations that 
demonstrably violated the annotation guidelines were 
removed from the gold standard.

The time required to finish the annotation process 
varies for each annotator, ranging from 18 to 25 hours 
that spread over three months. In the end, there are 
1, 173 labeled data after the annotation process was 

Table 1  Inter-annotator agreement for sentence recognition 
(SR), medical entity recognition (MER), and keyphrase extraction 
(KE) dataset

Phase Agreement metrics SR(%) MER(%) KE(%)

Initial annotation F1-score 72.84 49.41 28.89

Cohen’s Kappa 84.85 63.98 31.51

Final annotation F1-score 88.61 64.83 35.01

Cohen’s Kappa 94.63 76.51 44.85
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completed. We then divided them into three sets: 773 
instances for training, 200 instances for validation, and 
200 instances for testing. The training data consists of 
a combination of 173 instances from the adjusted ini-
tial dataset and 600 instances from the third annotation 
phase. Meanwhile, 400 instances from the first and sec-
ond annotation phases will be randomly split for vali-
dation and testing. Overall, there are 2, 987 keyphrases 
in the training data, while the distribution of sentence 
types and entity types can be seen in Fig. 5.

Table  2 presents the ratio of each sentence type (i.e. 
SR tags) at the token level based on entity type (i.e. MER 
tags) and whether it is a part of keyphrase (i.e. KE tags) 
in the training data. There are no tokens labeled as part 
of symptom, drug, or treatment entity that are also part 
of ignore sentence. For disease entity, tokens that labeled 
as part of ignore sentence are typically found in the fol-
lowing kind of sentence: “Dok, saya ingin bertanya ten-
tang <DISEASE>” (“Doctor, I would like to ask about 
<DISEASE>”). This observation suggested that a sentence 
that contains medical entities or keyphrases tends to be 
a background or question rather than ignore-type. Fur-
thermore, we also investigated whether the presence of 
medical entities or keyphrases in a sentence is correlated 
to the type of sentence. Table 3 presents the number of 
sentences containing each medical entity types and key-
phrases for each sentence type. Using chi-square test 
with significance level of 0.05, we can conclude that there 
is a relationship between the presence of medical entities 
or keyphrases with sentence type (p-value < 0.05).

Task modeling
We formulate sentence recognition, medical entity rec-
ognition, and keyphrase extraction tasks as sequence 
labeling problem, which aims to label each token in a 
sequence. The input and output of sequence labeling can 
be expressed as

Fig. 5  Distribution of sentence types for sentence recognition (left) and entity types for medical entity recognition (right) in the training data

Table 2  Ratio of each sentence type at the token level based on 
MER and KE tags in the training data

Entity type Keyphrase? Sentence type (%)

Background Question Ignore

Disease � 58.41 40.27 1.33

× 75.71 20.00 4.29

Symptom � 93.59 6.41 0.00

× 97.98 2.02 0.00

Drug � 74.62 25.38 0.00

× 89.83 10.17 0.00

Treatment � 63.14 36.83 0.00

× 90.11 9.89 0.00

Table 3  The number of sentences containing medical entities and keyphrases for each sentence type. ‘None’ columns shows the 
number of sentences that do not contain any medical entities or keyphrases

Sentence type MER KE

Disease Symptom Drug Treatment None Keyphrase None

Background 330 1, 295 166 348 718 1, 565 974

Question 252 114 54 105 705 546 623

Ignore 8 0 0 0 1, 500 9 1, 499
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where x and y are sequences. The notation yi represents 
the label corresponding to xi , where yi ∈ C and C denotes 
a finite set of labels.

For all three tasks, x represents a sequence of tokens 
in a question posted on a health QA forum, where xi 
denotes the token at position i. The difference among 
these three tasks lies in the finite label sets used to label 
each token in x. As we use BIO (Begin, Inside, Out-
side) tagging format, a token is labeled as B- if it is a 
beginning of a chunk, I- if it is a part of a chunk but 
not located at the beginning, and O if it is not a part 
of any chunks. For the sentence recognition task, yi ∈ 
{B-BACK., I-BACK., B-QUE., I-QUE., B-IGN., 
I-IGN.} where BACK., QUE., and IGN. respectively 
indicate the types of background, question, and ignore 
sentences. For the medical entity recognition task, yi ∈ 
{B-DIS., I-DIS., B-DRUG​, I-DRUG​, B-SYMP., 
I-SYMP., B-TREAT., I-TREAT., O} where DIS., 
DRUG​, SYMP., and TREAT. respectively indicate dis-
ease, drug, symptom, and treatment entities. For the 
keyphrase extraction task, yi ∈ {B-KEY, I-KEY, O}. 
Table  4 shows examples of x and y for the three tasks 
mentioned.

Various types of models can be used to tackle a 
sequence labeling problem. In this work, we propose 
the utilization of transformer-based models for both 
single-task and multi-task learning approaches. The 
results obtained then were compared to CRFs as the 
baseline.

Conditional random fields
Conditional Random Fields (CRFs) [66] can be viewed 
as a log-linear model that calculates the probability of a 
tag sequence y from all of possible tag sequences when 
given a sequence x. The specific and common form of 
CRFs used for sequence labeling is the linear-chain 
CRFs. Given the input sequence x = (x1, x2, ..., xN ) and 

x = (x1, x2, ..., xN ),

y = (y1, y2, ..., yN ),

the target sequence y = {y1, y2, ..., yN } , the linear-chain 
CRF models the conditional probability as

where U(xi, yi) is the emissions score for xi with label yi ; 
T (yi, yi+1) is the transition score between label yi and 
yi+1 ; and Z(x) is a normalization factor. The value of x 
can be a handcrafted features or the output from previ-
ous layers if we put CRFs on top of neural networks. The 
loss then can be obtained by calculating the negative log-
likelihood as follows:

Building upon previous studies in the Indonesian lan-
guage domain that also utilized data from online con-
sumer health forums (i.e. Ekakristi et  al. [9] for SR, 
Rohman [10] for MER, and Saputra et  al. [11] for KE), 
this work employs CRFs as the baseline model. Since 
CRFs model is computationally less expensive than 
our proposed transformer-based models, utilizing it to 
address the three tasks might be more favorable if its per-
formance is not significantly inferior. We train the CRFs 
model by incorporating handcrafted features that were 
previously used in those three studies with some adjust-
ments due to the differences in data characteristics. List 
of handcrafted features used for each task can be seen in 
Table 5.

Transformer‑based models
When using transformer-based models, there is a chance 
that a token is divided into subtokens during the tokeni-
zation process. We also need to add special token [CLS] 
at the beginning and [SEP] at the end of each input. In 
order to handle this issue, the input x is transformed into 
T = {t[CLS], t1, t2, ..., tN , t[SEP]} before being fed to the 
models, where ti = [ti,1, ti,2, ..., ti,m] with m is the number 
of subtokens of token ti . The output of encoder then can 
be expressed as W = {w[CLS],w1,w2, ...,wN ,w[SEP]} , 
where wi is last hidden state of ti . In cases where ti is 
splitted into subtokens, the value of wi is obtained from 
the last hidden state of the first subtoken, i.e. wi,1 . The 

(2)

P(y|x) =
exp N

i=1U(xi, yi)+
N
i=0 T (yi, yi+1)

Z(x)
,

(3)LCRF = − log P(y|x) .

Table 4  Example of input and output for sentence recognition (SR), medical entity recognition (MER), and keyphrase extraction (KE) 
tasks using sequence labeling approach

x siang dok , apa penyebab sinusitis

ySR B-IGN. I-IGN. I-IGN. B-QUE. I-QUE. I-QUE.

yMER O O O O O B-DIS.

yKE O O O O B-KEY I-KEY
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last hidden state of special tokens, i.e. w[CLS] and w[SEP] , 
is omitted before entering the next layer, results in 
W′ = {w1,w2, ...,wN } . This entire process was utilized for 
all types of transformer-based models in this work.

Single-task Learning. We employ various kinds of 
pretrained transformers as encoder for single-task learn-
ing (STL) approach. For the Indonesian language models, 
we use IndoDistilBERT1, IndoBERTBASE by IndoLEM 
[67] (denoted by IndoLEMBASE ), both the base and large 
variations of IndoBERT by IndoNLU [68] (denoted by 
IndoNLUBASE and IndoNLULARGE respectively), Indo-
BERTweet [69], and IndoNLUBASE that has been fine-
tuned on MER task2 (denoted by IndoNLUBASE FT). For 
multilingual language models, we use XLM-MLM [70], 
and both the base and large variations of XLM-R [71] 
(denoted by XLM-RBASE and XLM-RLARGE respectively). 

The processed output from encoder, i.e. W′ , is directly 
fed to the softmax layer to obtain a probability distribu-
tion (i.e. a simplex) over all possible tags.

Pairwise Multi-task Learning. We propose two kind 
of model architecture for multi-task learning (MTL) 
approach, i.e. parallel and hierarchical. The difference 
between the two lies in whether the output of one task 
is directly used for another task. The parallel architecture 
only shares encoder between tasks, while the output of 
last layer for one task in hierarchical architecture is also 
be fed to the output layer of another task. For parallel 
architecture, the probability distribution px for task x is 
obtained by:

where FFNNx(.) is a feedforward neu-
ral network exclusively used for task x; and 
softmax(zi) = exp(zi)/

∑

j exp(zj) . For hierarchical 

(4)px = softmax(FFNNx(W
′)) ,

Table 5  List of handcrafted features used for each task

Feature Explanation SR MER KE

token current token � � �

token_before previous token � � ×

token_after next token � � ×

is_digit whether current token is digit � × ×

is_begin whether current token is the beginning of input text � × ×

is_end whether current token is the end of input text � × ×

token_before_is_closure whether previous token is one of the following characters:. (period),! (exclamation mark),? (question mark), 
or, (comma)

� × ×

token_length length of current token × × �

absolute_position index of current token, starting from 0 × × �

relative_position index of current token divided by total number of tokens in the input � × ×

site_code code of the website from which the input text was obtained � × ×

pos_tag part-of-speech tag for current token � × �

is_np whether current token is part of a noun phrase × � ×

is_vp whether current token is part of a verb phrase × � ×

is_stopword whether current token is a stopword × � ×

is_abbreviation whether current token is an abbreviation × × �

abbreviation_inverse full form of current token if it is an abbreviation � × ×

is_disease whether current token is in disease dictionary × � ×

is_symptom whether current token is in symptom dictionary × � ×

is_treatment whether current token is in treatment dictionary × � ×

in_medical_dict whether current token is in one of the disease, drug, symptom, or treatment dictionaries × × �

is_medical_entity whether current token is part of a medical entity × × �

max_lcs_disease maximum ratio of longest common substring between current token and entries in disease dictionary � × ×

max_lcs_symptom maximum ratio of longest common substring between current token and entries in symptom dictionary � × ×

max_lcs_treatment maximum ratio of longest common substring between current token and entries in treatment dictionary � × ×

stickiness stickiness value between cureent token with its preceding and succeeding tokens, computed using point-
wise mutual information (PMI)

× × �

2  https://​huggi​ngface.​co/​steve​nwh/​indob​ert-​base-​p2-​finet​uned-​mer-​80k/

1  https://​huggi​ngface.​co/​cahya/​disti​lbert-​base-​indon​esia

https://huggingface.co/stevenwh/indobert-base-p2-finetuned-mer-80k/
https://huggingface.co/cahya/distilbert-base-indonesia
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architectures, consider two tasks: A and B. The probabil-
ity distribution for task A is obtained by

We then calculate the embedding of task A’s tag using:

where L is a trainable label weight matrix corresponds to 
task A. Lastly, the probability distribution for task B can 
be obtained as follows:

where [a;  b] is a concatenation between two vector: a 
and b. The loss for pairwise MTL ( Lp ) can be calculated 
using a weighted linear combination of task A’s loss ( LA ) 
and task B’s loss ( LB ) with a balancing hyper-parameter 
0 < α < 1:

Three-way Multi-task Learning. Similar to pairwise 
MTL, we propose both parallel and hierarchical architec-
tures for three-way MTL. For parallel architecture, the 
probability distribution px for task x in three-way MTL can 
also be obtained using Equation 4. For hierarchical archi-
tecture, we first obtain the probability distribution for MER 
task using following equation, where FFNNM is a feedfor-
ward neural network exclusively used for MER task:

We then calculate the embedding of MER tag for KE task 
as follows, where LMK is a trainable label weight matrix 
corresponds to MER task used exclusively for KE task:

The probability distribution for keyphrase extraction 
task then can be obtained using the following equation, 
where FFNNK  is a feedforward neural network exclusively 
used for KE task:

For SR task, we utilize two embeddings corresponding 
to MER and KE tasks. The embedding of MER tag ( eMS ) 
and KE tag ( eKS ) is computed as follows, where LMS is a 
trainable label weight matrix corresponds to MER task 
used exclusively for SR task and LKS is a trainable label 
weight matrix corresponds to KE task:

Lastly, the probability distribution for sentence recog-
nition task can be obtained as follows, where FFNNS is a 
feedforward neural network exclusively used for SR task:

(5)pA = softmax(FFNNA(W
′)) .

(6)e = L× pA ,

(7)pB = softmax(FFNNB([W
′; e])) ,

(8)Lp = α LA + (1 − α) LB.

(9)pM = softmax(FFNNM(W′)).

(10)eMK = LMK × pM .

(11)pK = softmax(FFNNK ([W
′; eMK ])).

(12)eMS = LMS × pM , eKS = LKS × pK .

The loss for three-way MTL ( Lt ) can be calculated by 
following equation, where LS is the loss for sentence rec-
ognition, LM is the loss for medical entity recognition, 
LK  is the loss for keyphrase extraction, 0 < α, β < 1 and 
α + β < 1:

Results and analysis
Experimental Setting. We ran all of our experiments 
on a single NVIDIA DGX A100 GPU. We used Adam 
as optimizer with an initial learning rate of 5× 10−5 , a 
batch size of 16, and trained the models for 30 epochs. 
The model at the end of iteration where the highest score 
on validation set was obtained will be used to evaluate 
model performance on the test set. For each model, we 
ran the experiments for five times and reported the aver-
age scores. Since the performance of deep neural net-
works highly dependent on hyperparameters, random 
seeds, and other stochastic factors, comparing the aver-
age scores of two models across several runs might not 
be enough to decide which model is better. Therefore, we 
also conducted statistical significance test using Almost 
Stochastic Order (ASO) [72, 73] with a significance level 
of 0.05.

Evaluation Metrics. We used F1-score to evaluate 
model performance in this work. For sentence recogni-
tion, the evaluation process is applied at token level. We 
report micro-averaged F1-score for sentence recognition 
due to class imbalance between B- and I- tags, as well 
as the higher significance of sentence type compared to 
sentence boundaries. For medical entity recognition and 
keyphrase extraction, the evaluation process follows the 
method described in the CoNLL evaluation script [74], 
where a predicted chunk is correct only if it is an exact 
match of the corresponding chunk in the gold stand-
ard. For example, if “kanker darah” (“blood cancer”) in 
“pasien itu menderita kanker darah” (“the patient was 
suffering from blood cancer”) sentence is labeled as dis-
ease, both “kanker” (“cancer”) and “menderita kanker 
darah” (“suffering from blood cancer”) as predicted dis-
ease entity is not counted as true positive since both of 
them are only partially match with the gold standard. For 
these two tasks, we report the macro-averaged F1-score.

Table  6 presents the results for all three tasks using 
various single-task learning (STL) models. All trans-
former-based models, regardless of the encoder, achieved 
higher scores than CRFs for all three tasks. However, 
there is no single model that consistently performed bet-
ter than the others, with the highest F1-score achieved 
by XLM-RBASE for sentence recognition, IndoNLULARGE 

(13)pS = softmax(FFNNS([W
′; eMS; eKS])).

(14)Lt = α LS + β LM + (1 − α − β) LK .
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for medical entity recognition, and IndoLEMBASE for 
keyphrase extraction. Except when comparing the per-
formance of IndoNLULARGE with XLM-RLARGE for MER 
task, the score distribution of those three models for each 
respective task are stochastically dominant over other 
models (ASO, ǫmin < 0.5 ). These results did not indicate 
which one is generally better between Indonesian and 
multilingual language model for our tasks. We also could 
conclude that a larger model did not always perform bet-
ter than the smaller ones in our settings.

For our multi-task learning (MTL) models, we used 
encoder that achieved the highest average score between 
all three tasks in the STL approach, i.e. IndoNLULARGE . 
For each pairwise combination of tasks, we tested three 
different α values for both parallel and hierarchical archi-
tecture. Table  7 presents the results of our pairwise 
MTL experiments, with the first task mentioned was 
treated as task A. When using parallel architecture, the 
performance of task A consistently became better while 
the performance of task B became worse as the α value 
got higher. The similar pattern was not clearly observed 
when using hierarchical architecture. We attributed this 
finding to the relationship between two tasks that was 
more directly connected in hierarchical architecture 
compared to the parallel one. For SR, the Parallel MER 
- SR model with α value of 0.3 is not stochastically domi-
nant over the STL baseline even though it achieved a 
higher score. While we found that some configurations 
managed to achieve better scores for MER than the STL 
baseline, none of them is stochastically dominant. For 
KE, the Hierarchical MER - KE model with α value of 
0.3 is stochastically dominant over the STL baseline and 
other pairwise MTL models, except the Parallel MER 

- KE model with α value of 0.3. Furthermore, it can be 
seen that the best performance for those two tasks was 
achieved when we employed MER - KE pair. This obser-
vation is in line with Saputra et al. [11] which found that 
information about medical entities could improve the 
performance of keyphrase extraction model.

We tested seven different combinations of α and β 
values for our three-way MTL models. Table 8 presents 
the results of our three-way MTL experiments. None of 
the configurations we tested could overperform the best 
Pairwise MTL model for SR task. While some configura-
tions managed to achieve better performances for MER 
and KE tasks even when compared to the highest score 
in pairwise MTL settings, only the parallel model with α 
value of 0.4 and β value of 0.2 for the KE task that sto-
chastically dominant. We also could not find any specific 
pattern as we changed the α and β values.

Table  9 shows confusion matrix for SR using Parallel 
MER - SR model with α value of 0.3, which achieved the 
best performance among all the models tried in this work. 
Most of the errors happened because model predicted 
tokens that were part of question or ignore sentence as 
part of background sentence. Our further investigation 
found that the model tends to predict tokens related to 

Table 6  Evaluation results of sentence recognition (SR), medical 
entity recognition (MER), and keyphrase extraction (KE) using 
single-task learning approach. † indicates a stochastically 
dominant performance over other models

1 https://​huggi​ngface.​co/​cahya/​disti​lbert-​base-​indon​esia

 2https://​huggi​ngface.​co/​steve​nwh/​indob​ert-​base-​p2-​finet​uned-​mer-​80k/

Model/Encoder SR MER KE

CRFs 64.61 36.75 19.87

IndoDistilBERT1 92.35 54.43 42.64

IndoLEMBASE [67] 93.26 56.93 †
47.48

IndoNLUBASE [68] 92.08 54.58 43.46

IndoNLUBASE FT2 92.14 54.07 43.44

IndoBERTweet [69] 92.77 53.25 42.63

IndoNLULARGE [68] 92.81 59.59 46.91

XLM-MLM [70] 90.21 54.81 38.40

XLM-RBASE [71] †
93.70 45.78 46.55

XLM-RLARGE [71] 93.37 59.32 43.03

Table 7  Evaluation results of sentence recognition (SR), medical 
entity recognition (MER), and keyphrase extraction (KE) using 
pairwise multi-task learning approach. † indicates a stochastically 
dominant performance over STL baseline. Note that each 
pairwise MTL model only has scores for the two corresponding 
tasks, −− represents the score for another task

Model α SR MER KE

IndoNLULARGE [68] (STL) −− 92.81 59.59 46.91

Parallel MER - SR 0.3 92.85 58.67 −−

0.5 92.64 58.99 −−

0.7 92.24 59.43 −−

Hierarchical MER - SR 0.3 92.55 59.80 −−

0.5 92.52 59.30 −−

0.7 92.32 59.33 −−

Parallel KE - SR 0.3 92.72 −− 46.36

0.5 92.70 −− 47.62

0.7 92.44 −− 48.20

Hierarchical KE - SR 0.3 92.41 −− 46.77

0.5 92.42 −− 47.72

0.7 92.66 −− 46.48

Parallel MER - KE 0.3 −− 57.70 49.18

0.5 −− 58.33 47.61

0.7 −− 60.83 44.77

Hierarchical MER - KE 0.3 −− 57.27 †
49.76

0.5 −− 58.68 47.08

0.7 −− 59.91 45.01

https://huggingface.co/cahya/distilbert-base-indonesia
https://huggingface.co/stevenwh/indobert-base-p2-finetuned-mer-80k/
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user information (e.g. age, gender, weight, height) as 
part of background sentence, even though the question 
asked is not about the user. We noticed that this kind of 
situation, when a user asked on behalf of others but still 
included information about himself, appeared several 
times in the annotated data. Furthermore, we also tried 
to analyze prediction errors at sentence level. Out of 
1,509 sentences in the gold standard, we found that 1,092 
(72.37%) of them are exact match with model predictions 
(i.e. correctly predicted both the boundaries and the 
type). In other cases, 123 predicted sentences were cut-
off in the beginning and/or end, 56 predicted sentences 
extended into prior or next sentence, and 58 predicted 
sentences were assigned the incorrect sentence type.

In order to get a better understanding of the MER and 
KE results, we further analyzed the prediction errors for 
both tasks. Following Han et  al. [75], we identified four 
types of errors as follows:

•	 Missing span (MS): Model failed to identify a span as 
an entity or keyphrase;

•	 Unannotated span (US): Model identified an unan-
notated span as an entity or keyphrase;

•	 Incorrect span offsets (ISO): Model succeeded in 
identifying a span partially, i.e. the boundary of iden-
tified span is incorrect;

•	 Incorrect type (IT): Model correctly identified a span, 
but failed to predict the type (e.g. predicted a disease 
entity as a drug).

For convenience, we only reported the error distribu-
tions of a few models with the best performance for each 
task. Using predictions on the validation set, Table  10 
presents prediction errors made by the models on their 

Table 8  Evaluation results of sentence recognition (SR), 
medical entity recognition (MER), and keyphrase extraction 
(KE) using three-way multi-task learning approach. † indicates a 
stochastically dominant performance over STL and Pairwise MTL 
baselines

Model α β SR MER KE

IndoNLULARGE [68] (STL) −− −− 92.81 59.59 46.91

Best Pairwise MTL −− −− 92.85 60.83 49.76

Parallel Three-way 0.33 0.33 92.29 60.16 48.50

0.40 0.40 92.53 60.26 45.67

0.40 0.20 92.41 57.73 †
51.28

0.20 0.40 86.70 59.10 47.32

0.60 0.20 92.41 58.66 48.52

0.20 0.60 86.65 60.35 43.92

0.20 0.20 86.59 57.91 47.34

Hierarchical Three-way 0.33 0.33 92.47 59.35 48.02

0.40 0.40 92.13 61.14 45.10

0.40 0.20 92.23 58.94 50.16

0.20 0.40 92.44 59.87 45.64

0.60 0.20 92.16 59.91 48.64

0.20 0.60 89.10 54.60 42.00

0.20 0.20 92.17 56.89 47.25

Table 9  Confusion matrix for sentence recognition (SR) using 
Parallel MER - SR model with α value of 0.3

Predicted

Background Question Ignore

Actual Background 10, 090 44 63

Question 150 2, 683 105

Ignore 480 20 1, 192

Table 10  Distribution of error types for medical entity recognition (MER) and keyphrase extraction (KE). # columns indicate the 
occurrence number of corresponding error type, while % columns indicate the corresponding ratio

Model MS US ISO IT

# % # % # % # %

Medical Entity Recognition (MER)
IndoNLULARGE (STL) 55 11.55 83 17.44 323 67.86 15 3.15

XLM-RLARGE (STL) 61 13.23 60 13.02 328 71.15 12 2.60

Parallel MER - KE ( α = 0.7) 83 17.22 58 12.03 326 67.63 15 3.11

Hierarchical Three-way ( α = 0.4;β = 0.4) 69 14.94 69 14.94 309 66.88 15 3.25

Keyphrase Extraction (KE)
IndoLEMBASE (STL) 69 19.06 31 8.56 262 72.38 0 0.00

Parallel MER - KE ( α = 0.3) 79 22.44 15 4.26 258 73.30 0 0.00

Hierarchical MER - KE ( α = 0.3) 109 29.46 17 4.59 244 65.95 0 0.00

Parallel Three-way ( α = 0.4;β = 0.2) 52 14.99 25 7.20 270 77.81 0 0.00
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best run. Note that KE task had no incorrect type errors 
because it only has one type of span, i.e. keyphrase. It 
can be seen that most of the prediction errors happened 
because model failed to determine the boundary of entity 
or keyphrase correctly, which account for more than 60% 
of errors.

In order to find out the model ability to generalize 
when faced with unseen data, we calculated the amount 
of correctly predicted entities or keyphrases that did not 
appear in training data. For this purpose, we used predic-
tions on validation data by the best model for each task, 
i.e. Hierarchical Three-way ( α = 0.4;β = 0.4 ) for MER 
and Parallel Three-way ( α = 0.4;β = 0.2 ) for KE. We 
found that the MER model managed to correctly predict 
412 unseen medical entities, with 387 of them are unique. 
Meanwhile, the KE model was able to correctly predict 
273 unseen keyphrases, with 258 of them are unique. 
These findings indicated that both models had a quite 
good generalization ability. However, further analysis 
found that the opposite also happened, where both mod-
els were sometimes still wrong in predicting entities or 
keyphrases that already appeared in training data. These 
incorrect predictions also included common entities and 
keyphrases. Some medical entities found in this case 
are: operasi (surgery), demam (fever), kista (cyst), tumor 
(tumor), and wasir (hemorrhhoids). Some keyphrases 
found in this case are: keputihan (vaginal discharge), 
kemoterapi (chemotherapy), pilek (cold), sakit kepala 
(headache), and hamil (pregnant).

Conclusion
Dataset Expansion. In developing a semi-automatic 
system, one of the most important stages is question 
processing. For consumer-health system, several mod-
ules that can be included in this stage are sentence rec-
ognition (SR), medical entity recognition (MER), and 
keyphrase extraction (KE). This research focuses in two 
aspects of these three tasks, i.e. dataset and modeling. 
Since the amount of data used in previous research is 
relatively small, we conducted annotation on additional 
data. Using a thousand unlabeled data from Hakim et al. 
[57], we recruited two annotators for each task and fin-
ished the annotation process in three stages. The inter-
annotator agreements for SR, MER, and KE tasks were 
88.61%, 64.83% , and 35.01% respectively. In the end of 
annotation process, we have 1, 173 labeled data points 
that splitted into 773 training instances, 200 validation 
instances, and 200 testing instances. Additionally, our 
observation on training data suggested that a sentence 
that contains medical entities or keyphrases is less likely 
to be an ignore-type. This finding indicated that informa-
tion about MER and KE tags has the potential to help the 
learning process of SR task.

Baseline Establishment. We proposed transformer-
based models to solve these three tasks. For single-task 
learning (STL) settings, we tried 9 different encoder 
variations and compared the results with CRFs as a base-
line. For all tasks, the transformer-based models outper-
formed the baseline. However, there was no single model 
consistently achieved the best performance across the 
three tasks. These results suggested that a larger model 
did not always achieve a higher score than the smaller 
ones. There was also no indication which one is gener-
ally better between Indonesian and multilingual language 
models.

Multi-task Learning Models. Based on our earlier 
observation and Saputra et al. [11] research finding that 
showed using medical entities as a feature has a posi-
tive effect on KE performance, we also tried to imple-
ment multi-task learning (MTL) approach. We used 
IndoNLULARGE as encoder since it obtained the highest 
average score in STL settings compared to the others. For 
both pairwise and three-way MTL, we proposed parallel 
and hierarchical architecture and tried different combi-
nations of loss weights. For each task, there were configu-
rations that managed to achieve a better performance 
than the STL baseline. In three-way settings, some of the 
settings managed to achieve a better performance for 
MER and KE tasks, but none of them could obtain a bet-
ter score for SR task. These results suggested that addi-
tional information regarding the other two tasks could 
help the learning process for MER and KE tasks, but had 
only a small effect for SR task.

Appendix A Annotation guidelines
The following are the annotation guidelines used in this 
research. Rules added for the revision stage are marked 
with asterisk symbol (*) at the end.

Sentence Recognition (SR)
An inquiry from consumer health forums generally con-
sists of three types of sentences: background, question, 
and ignore. To determine the type of a given sentence, it 
is first necessary to identify individual sentences within 
an inquiry. Since the data in this work are taken from 
online consumer health forums, separating sentences 
based on punctuation (e.g. full stop, question mark, 
exclamation mark) is often not suitable. The following are 
the rules for determining if a word sequence can be con-
sidered as a sentence: 

1.	 A word sequence that follows the rules of proper 
Indonesian grammar is considered a sentence. This 
sentence can take the form of declarative sentences 
with at least a subject and a predicate, an interroga-
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tive sentence, an imperative sentence, a greeting, or a 
request.

2.	 A word sequence that does not strictly follow proper 
Indonesian grammar but attempts to be written 
according to the rules is still considered a sentence, 
including cases where the sentence does not start 
with a capital letter, begins with a coordinating con-
junction, lacks a subject, or uses improper punctua-
tion.

3.	 A word sequence in the form of a phrase with a hid-
den, implicit, or unstated subject or predicate is still 
considered a sentence.

4.	 If two consecutive sentences have the same type, they 
should still be annotated as separate sentences and 
not merged into a single sentence.*

Medical Entity Recognition (MER)
There are four medical entity types defined in this work: 
disease, symptom, drug, and treatment. The following 
aspects should be considered when annotating medical 
entities in the given text: 

1.	 Words or phrases that are synonyms or abbrevia-
tions of another entity are considered two separate 
entities without including conjunctions, e.g. “atau” 
(“or”), and punctuation marks, e.g. parentheses. For 
example, both of “hemoroid” and “ambeien” in the 
sentence “pertanda dari beberapa jenis penyakit, sep-
erti hemoroid (ambeien)” (“a sign of several types of 
diseases, such as hemorrhoids”) should be labeled as 
two separate disease entities.

2.	 A misspelling of an entity is still considered an entity.
3.	 Two distinct entities that are positioned consecu-

tively are still labeled as two separate entities, even if 
not separated by punctuation.

4.	 The words “penyakit” (“disease”) and “obat” (“medi-
cine”) are only included as part of an entity if the 
other words combined with them cannot stand alone 
as an entity. For example, the word “penyakit” in the 
phrase “penyakit jantung” (“heart disease”) should 
be included as part of the disease entity, while the 
disease entity in the phrase “penyakit diabetes meli-
tus” (“diabetes mellitus disease”) is sufficiently repre-
sented by “diabetes melitus” (“diabetes mellitus”).*

Keyphrase Extraction (KE)
A keyphrase is a word or phrase that provide impor-
tant information and describe the essence of a docu-
ment. For inquiries from online consumer health forums, 
keyphrases can include information about the disease, 
symptoms experienced, side effects of drugs or health 

procedures, and other background information that can 
affect health conditions. The following aspects should be 
considered when annotating keyphrases in the given text: 

1.	 The number of tokens in a keyphrase is not limited, 
but aim to keep it as short as possible without losing 
important information.

2.	 If a phrase following a conjunction has an inde-
pendent meaning, it can be treated as a separate 
keyphrase. However, if it is related to the previous 
phrase, the phrase after the conjunction is combined 
with the phrase before and the conjunction itself. 
For example, phrase “obat pusing” (“headache medi-
cation”) and “obat demam” (“fever medication”) in 
the sentence “saya diberikan obat pusing dan obat 
demam oleh dokter” (“I was prescribed headache 
medication and fever medication by the doctor”) 
should be treated as two separate keyphrase. On the 
other hand, phrase “obat batuk dan flu”(“cough and 
flu medication”) should be labeled as a keyphrase as a 
whole since the word “flu” is semantically attached to 
the word “obat”.

3.	 A misspelled important word is still included in the 
keyphrase.

4.	 Adverbs providing additional information, such as 
frequency, e.g. “sering” (“often”), and period, e.g. 
“sudah seminggu” (“for a week”), are considered part 
of the keyphrase.

5.	 Words that do not add extra information but are 
placed between two words that form a keyphrase are 
still included as part of the keyphrase. For example, 
the word “saya” (“my”) in the phrase “kepala saya 
sering nyeri” (“my head often hurts”) should be a part 
of keyphrases even though it is not necessarily an 
important word in this context.

6.	 Information related to specific conditions that can 
affect health are treated as keyphrases, e.g. “hamil” 
(“pregnant”), “lahir prematur” (“premature birth”).*

7.	 If a keyphrase appears multiple times within the text, 
all occurrences should be labeled as keyphrases.*
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